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Abstract. Snake bites in Sri Lanka cause death to nearly 100 
people annually. Administering the appropriate anti-venom 
treatment for snake bite victims gets delayed causing 
complications as a result of the inability of people to identify the 
snake. Incorrect identification of snakes also causes threats to the 
existence of harmless snakes threatening the biodiversity of Sri 
Lanka. As a remedial measure to these problems, the first 
automatic snake identification from a given image using 
convolutional neural networks (CNN) is described in this study 
using 2000 images from each of six snake species found in Sri 
Lanka to train five CNN models. Four of the models were 
developed using the pre-trained architectures InceptionV3, 
VGG16, ResNet50 and MobileNet using transfer learning while 
the fifth model was developed from scratch. This study revealed 
that MobileNet with transfer learning yielding an accuracy of 
90.5% is the most suitable model for automatic snake 
identification. 

Keywords: convolutional neural networks, snakes, automatic 
snake identification, transfer learning, MobileNet 

1 Introduction 

Sri Lanka is home to about 100 types of snakes [1], [2]. 
Six of these snakes are considered as deadly venomous 
namely, Saw Scaled Viper, Ceylon Krait, Cobra, Common 

-nosed Pit 
Viper with the latter four being responsible for most of the 
fatalities that take place due to snakebites in Sri Lanka [3]. 
Figure 1 shows images of five of the most venomous 
snakes (excluding the Sri Lankan Krait) and the most 
common non-venomous snake, the Rat Snake. For 
administering proper treatment for snakebites, it is 
essential to identify the snake type. In addition to this, 
misidentification of the snake type also leads to the 

slaughter of harmless snakes, which poses a threat to the 
biodiversity of the environment.   

To ascertain the ability of people to correctly identify 
the snake type when an image is available, a survey was 
conducted through a questionnaire, and the results showed 
that a majority out of 233 respondents were unable to 
recognize the type of snake correctly. The key finding of 
the survey is illustrated in the bar chart of Figure 2. The 
mean score obtained for the questionnaire was 6.93 out of 
a total of 14. As a solution to minimize misidentification 
of the snake type, this paper describes the application of 
computer vision with deep learning for snake 
identification. Objective of this study is to minimize the 
harm caused to humans as well as snakes due to 
misidentification of snake types. To achieve the objective 
this work presents Convolutional Neural Network (CNN) 
based models developed to identify the type of snake when 
an image is given as an input to the model.   
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Fig. 1. Five of the most venomous snakes and the 
most common non-venomous snake in Sri Lanka. 

Scaled Viper (e)Hump-nosed Pit Viper. (f)Rat Snake 

Fig. 2. Total Points Distribution of the Survey.  
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In Section 2 of this paper, a literature review on human, 
object or animal identification systems using CNN as well 
as other methods is presented. This is followed by a 
description of the methodology used in the study in 
Section 3 which includes a description of CNN and 
transfer learning methods, how transfer learning was 
adopted for this work and a model built from scratch to be 
compared with pre-trained models. An analysis of the 
results is given in Section 4 and Section 5 gives a 
discussion of the results. The conclusion of the study is 
given in Section 6. 

2. Literature Survey 

Various studies have been conducted for classifying 
different types of classes including images of sceneries, 
wild animals, farm animals, birds, marine species, fruits, 
vehicles, objects as well as age and gender of humans. 
These studies have employed various methods to achieve 
their aims and objectives. The afore-mentioned methods 
include image processing techniques, Radiofrequency 
Identification technology (RFID), Support Vector 
Machines (SVM), Neural Networks (NN), k-nearest 

method in this proposal, Convolutional Neural Networks 
(CNN). All these classification methods have been 
implemented to reduce the cost incurred and the time 
consumed when it is done manually. 

A study directly addressing the problem domain of this 
proposal has been conducted by A.P. James and others 
where thirteen probabilistic graphical models and 12 
attribute enhancing methods have been used to identify the 
most relevant features in snakes for classification purposes 
[4]. The samples have contained images of 6 types of 
snakes found in India. Out of initially chosen 38 features, 
the results have shown that a total of 15 taxonomy features 
are sufficient to classify the type of the snake. The study 
has achieved the highest accuracy rate of 87.5% for IBk 
classifier [5] in identifying the required 15 features of the 
snake. 

RFID technology has been used for identification of 
animals in farms mainly to identify and monitor cattle [6]. 
The RFID tags which have been placed on the cattle have 
not only been useful in detecting the animal but also in 
monitoring its health. Stating an accuracy rate of 75%, this 
study has hinted the use of NNs for future farm animal 
detection systems. A text message alert system integrated 
with RFID for identifying farm animals has been proposed 
by V.M. Anu and others in their Literature Review 
regarding RFID for farm animal identification [7]. As a 
solution for identifying many objects concurrently, a much 
more enhanced RFID method has been employed by H 
Vogt where around 30 tags were concurrently identified 
with an accuracy of 96% [8]. 

To identify the standard quality of tomatoes, a method 
using 5 image processing algorithms for correct texture, 
texture homogeneity, shape, stem and injury free 
identification, which has included operations such as 
morphology, has resulted in an accuracy of over 90% in 
correct texture, 80% in identifying defect-free tomatoes 

[9]. The colour of the tomatoes was identified using Mean 
Standard Deviation method, Slide Block method and Quad 
Tree method. Employing Sobel edge detection and 
evaluating the histograms obtained the homogeneity of 
colour for each tomato was detected. Similarly, the shape 
was also detected. A rule-based identification system has 
been implemented for all categories. All the image 
processing portions of the study has been implemented 
using MATLAB.  Image processing techniques have also 
been employed in size identification of fruits and 
vegetables such as tomatoes and lemons [10]. In that 
particular study a software (ImageJ) which offers 
capabilities in calculation of means and detection of edges 
has been used. 

SVM-based bird image identification system has 
resulted in an accuracy of over 98% in testing [11]. 
Bringing out a solution to the fact that images of birds are 
of various sizes as well as angles, this study has classified 
images of two kinds of bird species. Prior to classifying, 
image processing techniques such as edge detection using 
Sobel Operator and morphology have been applied as pre-
processing steps. A similar system which has also used six 
image processing techniques as well as SVM to identify 
three types of animals, namely tiger, dog and cat has 
achieved respective highest accuracies of 94%, 93% and 
93% for the edge histogram descriptors pre-processing 
technique [12]. 

An animal classification comparison has been carried 
out by a system using KNN and probabilistic NN (PNN) 
where the analysis of the image for segmenting has been 
done using a graph-cut method [13]. For a chosen 25 
categories of animals with 64 block images, an accuracy 
of about 52% has been recorded for 70% portion of 
training when using PNN. In contrast, the KNN has shown 
an accuracy of about 60% for the same type of block 
images pointing out their recommendation of KNN.  

NN approaches in classification and identification has 
been widely adapted by many researchers. ANN-based 
systems showcase efficiency as pre-processing of images 
are done separately from the network. Such a system, 
which has used ANN for the identification of gender with 
the use of features recognized in the face, while the 
extraction of features has been carried out using Viola 
Jones algorithm [14] been proposed by A Jaswante and 
others where an accuracy of about 98% has been recorded 
[15]. The efficiency of the proposed system has been 
pointed out by the researchers in this study stating that it 
will be of great use for a real time system because of its 
efficiency. Moving a step further, a gender identification 
system which also identifies age has been discussed in the 
work carried out by T Kalansuriya and others with the use 
of images of faces of people [16]. This system has used 
image processing techniques for pre-processing and 
feature extraction stages while the classification has been 
done using ANNs. Four age classes have been categorized 
to train and test the system for faces of both Asian and 
non-Asian continents. The human ability to identify the 
age and gender of a person has been quantitively compared 

identification is 100% in humans, the age identification is 
of an accuracy rate of about 67% while the proposed 
system has achieved accuracies of about 85% and 74% 
respectively for the same. Another ANN-based gender 
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classification system which has used kinematic data of 
eight walking movement features to identify the gender of 
children has used algorithmically produced data as well as 
originally obtained data [17]. A comparison of the two 
datasets that have been trained using ANN has shown an 
accuracy increase of up to 86% when algorithmically 
produced data was also included.  

Another type of NN known as CNN is rapidly moving 
forward to claim its spot in machine learning and 
classification problems. The proposed solution for the 
problem identified in this proposal is also based on CNNs 
and therefore CNN-based identification systems have 
been of primary focus in this literature review. The 
prominent work of the classification of ImageNet using a 
5 layered CNN has included good quality images of 1000 
categories where error rates of about 37% and 17% have 
been stated for the top most identification and 5 top most 
identifications [18]. With the use of many GPUs and max 
pooling layers in the CNN, this work is considered as 
ground breaking. Another general classification of images 
using CNN which has included the identification of 
images with faces against images without faces, images of 
buildings, images of sites of agriculture, images of highly 
populated urban areas and images of forests as well as 
images with sceneries such as images with beaches, 
gardens, streets, roads and battle sites against each other 
[19]. The best results were obtained for the identification 
of images with faces against images without faces which 
has been recorded as about 92% accurate on testing data 
while the lowest has been recorded as about 51%, again 
on testing data.  

The previously discussed topic of age and gender 
classification has been tackled using CNN as well by G 
Levi and others, where the proposed system has surpassed 
the previous work that had been done at that time 
regarding gender and age classification by recording 
accuracies of 86.8% for gender identification and 50.7% 
for exact age identification and 84.7% for 1 category off 
age identification [20]. 

CNN-based systems have been proposed in identifying 
marine animals. One such study has been carried out to 
identify two types of fish where CNN is integrated with a 
set of hand-designed images [21]. With the use of DeCaf 
framework, the researchers have stated the overall error 
rate to be of about 1.38% when only CNN is used while 
1.08% is the recorded error rate when both images are used 
together. In contrast to recognizing a specific specie type, 
a method for recognizing a specific individual animal has 
been proposed in a Minke Whale recognition study [22]. 
Using the stable unique colour pattern of each Minke 
Whale, a model has been developed to identify each 
individual whale using CNNs. An accuracy of 93% has 
been achieved which has been stated as a higher rate than 
that of a Gorilla recognition study. 

The use of CNN has been very popular among studies 
based on wild life monitoring. Employing the well-known 
method of camera traps which are based on motions for 
collecting images, these studies have shown promising 
results further cementing CNN as an accurate approach for 
classification. One such study has stated comparative 
accuracies of three different CNN architectures employed 
in their work [23]. In the study the highest accuracy rate 
of 96.60% for animal detection has been observed for 

VGG-16 CNN architecture while those for recognition of 
the three most frequently found animals and the six most 
frequently found animals were shown to be 90.40% and 
83.93% respectively for ResNet-50 CNN architecture. A 
CNN based wild animal identification system has shown 
a quantitative comparison between the system the work 
has proposed and the Bag-of-Words (BoW) model where 
segmentation has been carried out using graph-cuts [24]. 
Though the accuracy of this proposed system is higher 
than that of the BoW method, the accuracy rate has been 
recorded as about 38% which is comparatively a very low 
value for a CNN-based system. As the reasons for 
obtaining such low accuracies, the insufficiency in proper 
data and the small number of layers in the CNN can be 
pointed out. Yet another study which is very much similar 
to the former study discussed under animal classification 
using CNN, in which 48 types of species have been 
selected for identification, counting and for elaborating on 
their characteristics [25]. Out of the nine architectures that 
have been used to select the best achieving architecture, 
ResNet-152 has been identified as the best performing 
one. A whopping 95% accuracy rate has been recorded for 
the identification being in the top-5 while a 63% accuracy 
rate has been obtained for counting the animals.  

All the papers reviewed are based on classification 
problems and 16 papers out of the 20 papers reviewed 
were either animal, human, marine species or bird 
classifications and only one paper was based on snake 
classification and even that was done using probabilistic 
graphical models. 17 of these research studies were 
classifications using images. Out of the 8-research work 
carried out using CNN, only 2 have accuracies below 80% 
which can be considered as successful. Only 2 research 
studies out of the 20 reviewed had been carried out in Sri 
Lanka and even those two are not on snake classification.  

This review reveals that out of all automatic 
identification methods, CNN-based methods yield the 
most accurate results. Although ANN methods can also 
identify snake types, the accuracies are relatively less than 
that achieved through CNN methods and the pre-
processing of the images is done inside the CNN classifier 
itself unlike in ANN. The only paper which discusses the 
classification of snakes describes the identification of the 
snake features that are most relevant rather than to classify 
them. The use of RFID is not practical when it comes to 
identifying the snake type since placing the RFID tag on a 
snake is impossible. The easiest way to identify snakes 
which differ from species to species by subtle features is 
by visual perception. When this is not possible, 
identification has to be made through an image. 
Classification of images using CNN gives higher 
accuracies compared to other machine learning 
approaches since a CNN learns to identify fine features 
through the training process. 

3 Methodology 

Initially, images of snakes were collected by taking 
photographs and videos of snake types described in 
Section 1 at the Dehiwela Zoological Gardens and from 
Google Images. The videos were augmented to obtain a 
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large number of images. Altogether 250 images of each 
snake type were retrieved for processing. This was 
followed by removing as much of the background as 
possible by cropping the images. In order to obtain 2,000 
images for each class, the mirror images were first 
obtained giving 500 images. Next the 900, 1800 and 2700 
rotations of these 500 images were taken, giving a total of 
2,000 images for each class. 
Out of the 2,000 images in each class, 1,200 images were 
utilized for training the CNN models while 400 images 
were used for validating the model. The remaining 400 
images were retained for testing the model. The selection 
was done adhering to the 60%, 20% and 20% image 
percentages for training, validation and testing 
respectively. 
Training and validation datasets were input into the 
network to proceed with training. First all images in the 
training dataset were input into the network in batches of 
size 32 (32 images) and at the end of each epoch the 
validation dataset is used to validate the learning where 
adjustments are automatically made to the weights by the 
network after convolving the images before going through 
the next iteration. 
Pre-trained models; InceptionV3 [26], VGG16 [27], 
ResNet50 [28], MobileNet [29] using ImageNet dataset as 
well as a model developed from scratch were used to train 
the models for the required classification of the 6 snake 
types employed in this study. Transfer learning and fine 
tuning were used with the pre-trained models while the 
sequential model offered by Keras [30] was used to train 
the model built from scratch.  
Training of all the models was done using TensorFlow 
[31] as the backend machine learning library while Keras, 
a python deep learning library, was used for the frontend. 
Initially, the training was carried out using the original 250 
images in each class. Since this number turned out to be 
insufficient, the sets of 2000 augmented images from each 
class were used for training. In order to improve the 
accuracy obtained, the cropped images were used for 
training after trying the raw images. To further improve 
the classification accuracy, the cropped images which 
were of varying dimensions, were inserted on a black 
square background of 200 x 200 pixels. This is expected 
to prevent image distortion since the pre-trained models 
scale an input image of any dimensions into a pre-defined 
size which depends on the type of pre-trained model. The 
model was trained using an Intel Core i7, 7th Generation 
CPU with a RAM of 8 GB. 
After the completion of the training of the models, the 
testing dataset was used to evaluate the models. This 
dataset contained images that were not used in the training 
and validation processes. Therefore, the results provided 
at the end of the evaluation process depict an accuracy 
which can be considered to be very close to the actual 
accuracy that can be expected from the model when it is 
used in somewhat real scenarios. 
 
3.1 Convolutional Neural Networks 
Computer vision with deep learning has made significant 
advances with Convolutional Neural Networks (CNN). A 
CNN is an algorithm based on Deep Learning which can 
assign weights to different features/parts of an input image 
using suitable filters with very little pre-processing 

compared to other classification algorithms. CNN 
architecture resembles the connectivity pattern of neurons 
in the human brain and has been inspired by the layout of 
the visual cortex. CNN uses filters to segment images for 
easy processing without losing important features. By 
convolving the input image with a filter, a convolution 
layer is obtained for extracting low-level features such as 
sharp edges and colours. This layer with extracted features 
is reduced in size by a pooling (max pooling or average 
pooling) layer to reduce the computational power required 
for data processing. These two layers comprise one layer 
of the CNN. Based on the complexity of the image, a 
desired number of such layers can be incorporated into the 
network to train the model to further extract low-level 
features. This is followed by flattening the output in order 
to feed it to a regular fully-connected layer to classify 
images. Next, a fully-connected layer is added to the 
system to learn high-level features through nonlinear 
combinations of high-level features computed by the 
convolution layer. This image is then flattened into a 
column vector and given as an input to a feed-forward 
neural network. Backpropagation is then applied to every 
iteration of the training process. The model acquires the 
ability to discern dominant and low-level features of 
images to classify the images through a succession of 
epochs [32].  
 In this research, the Softmax activation function is 
employed to classify the images as there are more than two 
classes (> 2 snake types) discussed in this study. The CNN 
architectures InceptionV3, VGGNet, ResNet and 
MobileNet have been developed. 
 
3.2 Model built from Scratch 
Using the sequential model given in Keras, a model was 
built from scratch. This model architecture was adjusted 
until a high accuracy without over-fitting was achieved. 
The final model which gave the highest accuracies out of 
the models built from scratch included four layers. Three 
inner layers were added one by one which included 
Conv2D layers, MaxPooling2D layers and Relu activation 
function. The final layer included a Dense layer with size 
64 and Relu activation function, a BatchNormalization 
layer, a Dropout layer with a 0.4 Dropout ratio and a final 
Dense layer of size 6 with Softmax activation function. 
 
3.3 Transfer Learning and Fine Tuning 
Transfer learning is a method that utilizes already acquired 
knowledge for solving a new problem that resembles the 
solved problem where models which are trained 
previously using ImageNet dataset are used to train the 
model to identify images. As the first step, a base model 
of the pre-trained model (the model excluding the top 
most/last layer of the model) is compiled with the 
appropriate optimizers, loss function and metrics while 
having all the remaining layers set to non-trainable. A new 
last layer (classification layer) is added next, which is 
specific to the problem that is being addressed as the 
number of classes to which the classification is done 
differs from problem to problem.  
After transfer learning is applied to the model of the 
problem being addressed, the last layers of the network are 
fine tuned to refine the model for the particular problem.  
As mentioned in sub section 3.1, the first few layers of the 
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model are used to identify the most basic types of patterns 
such as edges and boundaries. With the use of the initial 
layers of the pre-trained models such basic types of 
features can be identified without having to train the layers 
all over again. Hence, they are set to non-trainable when 
fine tuning the model. The knowledge acquired from the 
pre-trainedmodel is used to identify these primary 
features.  

The layers in the latter part of the network are set to 
trainable to enable the network to learn more advanced 
features of the images which are specific to the problem 
being dealt with but are different from the fine features of 
the originally trained models. Again, the model is 
compiled with an appropriate optimizer specifying the 
learning rate (which is another method of fine tuning) and 
specifying the loss function and metrics.  
 
In this study as already mentioned, MobileNet pre-trained 
model was used for transfer learning and fine tuning. 
Setting up all layers except the final layer of the model as 
non-trainable, the model was compiled using Adam 
optimizer with categorical cross-entropy as the loss 
function (since there were more than two classes in this 
problem) and accuracy as the metric to evaluate the model. 
A new layer which includes a GlobalAveragePooling2D 
layer, a 128 sized Dense layer with Relu activation 
function and finally a Dense layer with size 6 (number of 
snake types to be classified) and the activation function 

Softamx was added to the previously compiled pre-trained 
model for transfer learning. After training the final layer 
of the model, it was fine-tuned using the training and 
validation datasets given as inputs to the network. In fine 
tuning, the first 20 layers of the model (taken after transfer 
learning) were frozen (weights set to non-trainable) and 
the remaining layers were set to trainable (to refine the 
model according to the problem addressed in this study). 
The model was compiled using the Stochastic Gradient 
Descent (SGD) optimizer with a learning rate of 0.0001 
and a momentum of 0.9. The categorical cross-entropy 
loss function was again used with the accuracy metrics.  
The network architecture of the final model which was 
accepted as the best model for this study is shown in 
Figure 3.  

4 Data Analysis 

A summary of the outcome of each of the models 
employed is given in Table 1 along with the number of 
epochs, training, validation and testing accuracies and 
losses. Most of the overfitting models were not tested 
using the test dataset as an overfitting model is not an 
accurate model. 
 The models given in Table 1 were trained and 
validated with different numbers of epochs. For the 
pretrained models, a few epochs (3-5) were sufficient to 
obtain high accuracies. For the new model developed from 
scratch, 35, 100, 200, 250 and 300 epochs were used for 
training and testing in 4 attempts in order to find an 
optimal number of epochs to achieve a significant 
accuracy and low loss rate. The table also contains data 
regarding the number of images each class had while 
training. Some details of these runs are given in the next 
section. After training and testing, the model was executed 
through a prediction code that predicted the snake type of 
a given image. The output also provides the probabilities 
that the given image had of being any of the six snake 
types predicted by the model. 
 As Table 1, attempt 17, shows, the highest accuracy 
using transfer learning was achieved for the MobileNet 
pre-trained model. Even though the attempts 12-14 of 
models built from scratch in Table 1 have obtained higher 
training and testing accuracies without getting overfitted, 
predictions were inaccurate whereas transfer learning 
obtained from the MobileNet pre-trained model along 
with the proper pre-processing techniques yielded correct 
predictions.

  

Fig. 3. Network architecture of the model developed using 
MobileNet. 
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The training and validation accuracy and loss graphs as 
functions of the number of epochs obtained for attempt 5, 
8 and 17 stated in Table 1 can be seen in Figures 4.1, 4.2, 
5.1, 5.2, 6.1 and 6.2 respectively. 

Figures 4.1 and 4.2 show a significant overfitting in both 
accuracy and loss graphs for the attempt 5 in Table 1 
where after a few epochs, the validation accuracy falls far 
behind the training accuracy while the validation loss is 
far higher than the training loss. 

Figure 5.2 depicts a significant overfitting in the loss 
graphs for the attempt 8 with the validation loss getting 
much larger than the training loss unlike the accuracy 
graphs of it where the gap between training and validation 

accuracies is less than 10% as shown in Figure 5.1. Figure 
6.1 shows that the gap between validation and training 
accuracies is about 2% and Figure 6.2 shows that the 
difference between training and validation losses is less 
than 0.06 for the final model obtained using the MobileNet 
pre-trained network. 
 The evaluation process carried out for the trained 
models using the testing dataset resulted in testing 
accuracies as shown under the testing accuracy in Table1. 
Some models were not evaluated as they gave low 
accuracies for training and validation at the end of the 
training process. The model developed using the 
MobileNet pre-trained network showed a testing accuracy 
of over 90%. 

 

 

 

 

 

 

 

 

 

 

 

 

Attempt Model Images 
per 

Class 

No. of 
Epochs 

Overfitting Accuracy (%) 

Training Validation Testing 

1 IV3* 265 10 Yes 95.7 75.9 - 

2 VGG16 265 10 Yes 88.1 64 - 

3 Built** 265 10 Yes 52.1 45.3 - 

4 Built 265 100 Yes 85.9 48.6 - 

5 Built 350 100 Yes 90.3 54.7 - 

6 Built 1000 300 Yes 79.8 74.7 - 

7 Built 1000 300 Yes 94.2 74 - 

8 Built 2000 300 Yes 96.3 90 - 

9 Built 2000 100 Yes 92.6 84.3 85.8 

10 Built 2000 100 Yes 92.6 86.5 88 

11 Built 2000 35 No 84.5 79.8 80.6 

12 Built 2000 100 No 92.5 89.8 91 

13 Built 2000 200 No 93.9 93 93.8 

14 Built 2000 250 No 96.5 95.1 96.3 

15 IV3 2000 4 Yes 82.6 70.2 - 

16 RN50*** 2000 2 Yes 89.63 67.43 - 

17 MN**** 2000 3 No 91.7 89.9 90.5 

Table 1. Summary of the details of the models trained. 
*IV3: Inception V3, **Built: Model built from scratch, ***RN: ResNet, ****MN: MobileNet 
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A prediction is illustrated in Figures 7.1 and 7.2. The snake 
in Figure 7.1 is a hump-nosed pit viper and the correct 
prediction given for it with an accuracy of 92.44% by the 
model trained in the attempt 17 of Table 1 (the model 
trained using the MobileNet pre-trained model) is shown 
in Figure 7.2.

                                           

 

 

Fig. 7.1. Image of a hump-nosed pit viper used for prediction. 

Fig. 4.1. Graphs of training and validation 
accuracies for attempt 5 of Table 1. 

Fig. 4.2. Graphs of training and validation 
losses for the attempt 5 of Table 1. 

Fig. 5.1. Graphs of training and validation 
accuracies for attempt 8 of Table 1. 

Fig. 5.2. Graphs of training and validation 
losses for attempt 8 of Table 1. 

Fig. 6.1. Graphs of training and validation 
accuracies for attempt 17 of Table 1. 

Fig. 6.2. Graphs of training and validation 
losses for attempt 17 of Table 1. 

 Training Accuracy 

Validation Accuracy 

 Training Loss 

Validation Loss 
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5 Discussion 

As shown in Figure 4.1, the MobileNet, pre-trained model 
has reached a training accuracy rate exceeding 90% after 
3 epochs for fine tuning. The newly developed model 
required nearly 250 runs to reach around the same testing 
accuracy rate. This difference can be explained by the 
large number of layers present in the architectures of the 
pre-trained models whereas the model developed from 
scratch included only 4 inner layers. 

As shown in Table 1, in the early stages of training, the 
dataset contained only a fewer number of images per class. 
After using various augmentation techniques and 
increasing the number of images per class, better 
accuracies could be obtained. In most cases as shown in 
Figure 4.1, it is evident that overfitting of the models 
occurred much earlier in the training process when the 
dataset was comparatively smaller. After the attempt 5 of 
Table 1 the images in the dataset were cropped to remove 
the unnecessary background details that were present in 
most of the images. In the dataset used in attempts 14  17 
of the Table 1 the images were padded to give each of the 
images a square shape which would not get distorted when 
giving them as inputs into the network for training as all 
the models (both pre-trained and built from scratch) 
require an image size specified before training to have all 
the images resized when the training process begins. 
Hence, before training the model, the input layer rescales 
each image according to the pre-specified image size 
without distorting the image.  Disproportionately scaled 
images could lead to incorrect learning.  
 It was possible to significantly reduce the overfitting 
in the models built from scratch, after lowering the drop 
out percentage to 0.4 from 0.5 and adding a batch 
normalization layer right after the first Dense layer. Even 
though those models gave good training and testing 
accuracies, they yielded incorrect predictions. When the 
MobileNet pre-trained model was used with the correct 
pre-processing technique (pre-process input method 
defined for MobileNet) the model gave accurate 
predictions. Attempts 15 and 16 of Table 1 were made to 
terminate midway through the training as the model 
started to overfit. This was done to save time since it 
requires a long time even to run a single epoch for transfer 
learning with pre-trained models as they are quite complex 
in their network architecture with over 200 layers in some 
cases.  
 MobileNet was selected with the purpose of 
developing a mobile application which contains the 
trained model. A mobile application will be rather useful 
in accurately identifying snake types. MobileNet is the 

most suitable architecture for the purpose since it is light-
weighted and therefore, can be easily supported in mobile 
phones in contrast to other models. Furthermore, the 
impact on the accuracy of the model when the size of the 
trained model is reduced to be compatible with mobile 
development purposes is extremely low when using 
MobileNet compared to other models.  
 Images of the Sri Lankan Krait given as the input were 
predicted as the Common Krait as expected due to the 
similarity between the two snakes. It was difficult to find 
a large number of images of the Sri Lankan Krait which is 
an endemic species which compelled the elimination of 
the Sri Lankan Krait from the study.  In most cases, the 
prediction probability for the correctly identified snake 
was high.  

6 Conclusion 

No work on automatic snake identification methods using 
CNN has been reported in the literature. This research fills 
that gap and reveals that CNN methods are suitable in 
identifying the subtle differences in the appearance of 
different snake types. Usually identification of the snake 
type is done using blood samples of the victim and with 
the introduction of the method proposed in this work, the 
type of the snake can be identified instantaneously without 
having to wait for a blood sample to be tested for Enzyme 
Immunoassay (EIA) [33] and also whenever a person 
encounters a snake he or she will be aware of the type of 
the snake that he is dealing with and therefore, will be 
more cautious and will refrain from trampling. The results 
obtained using the MobileNet pre-trained model with 
transfer learning to identify the six snake types in this 
work, provide a high accuracy rate of 90.5% illustrating 
that this model is suitable for snake classification. Since 
transfer learning offers the ability to use pre-trained 
models with correctly specified pre-processing techniques 
it can be identified as the better method to train the CNN 
model that is developed in this study.  

Deploying the model as a mobile application would be 
of use to people in identifying snakes and thereby aiding 
in administering appropriate treatment in cases of 
snakebites to reduce the morbidity and mortality rates of 
snake bite victims. It can also prevent harming innocent 
snake types. Therefore, using the light-weighted 
MobileNet pre-trained model with the use of transfer 
learning can be identified as the best method in trying to 
develop a CNN model that has the ability to classify the 
six types of snakes specified in this study. 

7 Future Work 

This study can be extended to include other snake types 
found in Sri Lanka. The accuracy of the network can be 
further improved with the increment of images per each 
class. A mobile application that uses the developed model 
can be very useful in serving the purpose of this study. The 

Fig. 7.2. Image illustrating the predictions for Figure 7.1. 
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mobile app to be developed could be further modified to 
show details regarding each of the identified snake type 
and indicate any first-aid that needs to be carried out in 
case of an emergency. For it to be extremely useful in a 
case of snakebite, the mobile application can be further 
enhanced to give directions to reach the nearest 
government hospital for prompt treatment. 
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