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Abstract—As an interdisciplinary research field, sentiment 

analysis is one of the momentous applications in Natural 

Language Processing, for quantifying the emotional value of 

text available in social media networks. The mission of this 

paper is to present a comprehensive overview of recent 

Machine Learning sentiment analysis classification techniques 

(Naive Bayes, Support Vector Machine, Rough-Fuzzy based 

classifiers etc.) to serve the scholars and researchers by 

emphasizing the methods used in current research. However, 

there is a minimal number of review papers discussed rough-

fuzzy classifier involvement by researchers in sentiment 

analysis and there is a plethora of work that must be done with 

text mining. In addition to those, we propose a common 

framework for sentiment analysis in the context of social media 

based on previous works by providing the facility for users to 

enhance it with new concepts. Finally, discuss various research 

challenges and possible future directions in sentiment analysis. 
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I. INTRODUCTION 

Decision-making behavior in an online community is 
predominant because many individuals now use community-
based web services thus the opinions of others are readily 
available in online environments where people often rely on 
other individuals’ decisions for social validation to make 
their own. For instance, individuals are inter-ested in others' 
opinions about political candidates before making a voting 
decision in a political election. In order to gather the public 
and consumer opinion organizations conduct surveys, 
opinion polls, or focus groups. The power of Social Media 
Websites (SMW) is rampant and growing a plethora of 
information and data convoluted with varying interests, 
opinions, and emotions with human generated baselines. The 
wide-spread use of the above media encourages positive and 
negative attitudes about people, organizations, places, events, 
and ideas. The growth of social media usage has led to an 
increasing accumulation of data and it is used for the 
prediction of the outcome as this platform becomes the most 
powerful communication media on the internet while 
hundreds of millions of messages are being posted every day. 

SA, also called opinion mining, which is the field of 
computational study that analyzes people’s opinions, 
attitudes and emotions toward an entity.  It repre-sents a 
large problem space with many names and slightly different 
tasks, e.g., SA, opinion mining, opinion extraction, sentiment 
mining, subjectivity analysis, affect analysis, emotion 
analysis, review mining, etc. There are three different levels 
of SA that has been investigated as:  

Document Level Analysis - Classify whether a whole 
opinion document ex-presses a positive, negative or neutral 
sentiment [1], [2].  

Sentence Level Analysis - Polarity is calculated for each 

while determining whether each sentence expressed a 

positive, negative, or neutral opinion.  

Entity/Aspect Level Analysis - This discovers sentiments 
on entities and/or their aspects.  

The three main approaches addressing SA [3] with social 
media are Lexicon based approach, ML based approach and 
Hybrid based approach [4] as shown in Fig. 1. 

Lexicon based approach utilizes a sentiment lexicon to 
describe the polarity as positive, negative or neutral of a 
textual content and need the involvement of a human being 
at the analysis phase. This approach can be further divided 
into two categories: Dictionary based approach and Corpus 
based approach. ML approach can be divided into 
supervised, unsupervised and semi-supervised methods; it 
requires a large data set to be effective which is the main 
drawback. The classifier is trained on labeled data similar to 
test data with supervised learning. With unsupervised 
classifications, it is assigned labels based only on internal 
differences between the data points. ML provides more 
accuracy than lexicon based approach. Many researchers 
focused on Naive Bayes (NB) classification and Support 
Vector Machine (SVM) under the ML approach. Hybrid 
approach is the amalgamation of both ML and lexicon-based 
methods where many scholars are focusing nowadays. 
Supervised ML techniques have shown relatively better 
performance than the unsupervised lexicon based methods 
[5]. Most of the algorithms used in ML approach belong to 

Fig 1 Three main approaches of the Sentiment Classification Method 

and it is further classified into subcategories. Only the ML branch is 

considered in this study. 
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supervised classification and provide higher accuracy and 
performance [6], [7]. 

 This paper presents a comprehensive literature 
review on different text mining and SA approaches with ML 
techniques in distinct areas by identifying future directions 
on research. A common framework will be discussed in this 
research paper for the use of researches to start SA with 
social media data. There are many challenges with SA 
applications which direct for new opportunities. This 
becomes more challenging as this is to determine the 
emotional state of a person with data mining concepts. 
Finally, the difficulties and challenges of text SA are 
discussed.  SA on SMW data has become increasingly 
popular among the academics and they have undertaken a 
diverse range of related research.  

 This paper is articulated as follows: Section II 
presents related work. Section III describes a classification 
framework with supervised ML techniques. Section IV 
discusses challenges arising of ML techniques for SA. 
Finally, Section V leads to the conclusion. 

II. LITERATURE REVIEW 

There exists substantial research on SA and most active 
research on the area came with the explosion of user-
generated content in social media, discussion forums, blogs 
and reviews. Since most studies use or depend on ML 
approaches, the amount of user generated content provided 
unlimited data for training. This literature review provides an 
overview of the different approaches that can be applied for 
SA as well as brief explanations of algorithms used by 
researchers.  

 To predict heart disease, Srinivas et al. [8] have 
exploited a rough-fuzzy classifier. It combines rough set with 
fuzzy set theory. The rules were generated using rough set 
theory and prediction done using a fuzzy classifier. The rule 
generation and relevant attribute identification are automated 
with rough sets and rules are automatically applied to fuzzy 
classifier for prediction of heart disease. The above classifier 
can be extended by using the associative analysis to find the 
relevant attribute and incorporating statistical measures to 
strengthen the computation. Keerthika et al [9] construct a 
Temporal Fuzzy Rule Based Classifier (TFRBC) which is 
built by the generalization of Fuzzy Rough Sets and uses 
fuzzy rough set. Further they have used temporal logic for 
mining temporal patterns in medical databases. After 
comparing the accuracies of classifiers such as FNN (Fuzzy 
Neural Network) and TFRBC it can be concluded that the 
accuracy of TFRBC is more with 88% when compared with 
the FNN which is 74%. As a future direction, the rule based 
classifier can be improved with effective decisions by taking 
upper approximations while reducing the number of rule sets 
when compared with the lower approximations.  

 Srividya and Sowjanya [10] discussed a 
methodology to analyse collected reviews over a period of 
time in Facebook using NB classifier into relevant and non-
relevant  to determine public opinion on the popularity of 
android based and identified the most preferable versions of 
OS for android phones and found  Android KitKat is more 
preferable than others.  

 Election forecasting has a political side which helps 
in forecasting the results. In order to forecast an election 

there are opinion polls as well as used and many 
scientifically proven statistical models [11]. However 
sometimes polls also fail in predicting the results of the 
election  even in the developed countries. According to [12], 
it listed several failed polls results such as in the 1992 British 
General Elections, French presidential etc.  

 Electoral analysis of twitter data is straightforward 
and optimistic even though it is a challenge for the research 
community in today's world. The outcome of the election 
with twitter data was analyzed by Salunkhe and Deshmukh 
[13] with the US and Gujarat Rajya Sabha election. The data 
collection was based on two methods: keyword match with 
tweets and using twitter API the collected data were pre-
proceed with lower case conversion, punctuation and number 
removal, stemming and striping white spaces. NB used on 
the above training data set including emotions for the 
sentimental analysis. The dictionary based approach with 
eleven lexicons used for the classification of identified 
variables. The case study analysis concludes that SMW like 
twitter can be used in elections to predict the outcome well in 
advance. Further, this helps to explore the sentiment or views 
of citizens who have the voting power. Moreover, it can be 
successfully influenced by voters.  

 Wongn et al. [14] used twitter streaming API to 
collect tweets which contain the identified keyword relevant 
to the events identified before the election and used lexicon-
based SA package, to extract the sentiment of tweets as a 
ternary (positive, negative, neutral) classification. They used 
the consistency relationship between tweeting and retweeting 
behavior. It is evident that the proposed method operates at 
much faster than existing methods. However, it does not 
require the explicit knowledge of the twitter network. As 
future directions they proposed to get the use of retweet 
matrix and retweet average scores when developing new 
models and algorithms.  

 Vadivukarassi et al. [15] proposed a model to 
analyse twitter data and preprocessed using Natural 
Language Toolkit (NTLK) techniques. The word scores of 
the features are tested based on Chi-square method and key 
words were scored sentiments during the analysis of data. 
NB classifier is used for training and testing the features and 
also evaluated the sentimental polarity and generated 
summarized report about the opinion from twitter.   

 Prabhu et al. [16] proposed a methodology to 
distribute political party’s tickets during the election with 
twitter data. Upon receiving all the necessary data related to 
a candidate, NB Algorithm used to predict the most 
deserving candidate. Their final conclusion was that this 
classifier is suitable for any type of election in India and 
elsewhere. 

 Pak and Paroubek [17] proposed a classifier with 
collected twitter corpus to conduct linguistic analysis. This 
classifier tested only for the English language and the 
proposed technique can be used with any other language as 
future work. For the analysis of the corpus, they used a plot 
of word frequencies with Zipf’s law inorder to understand 
how terms are distributed across collected corpus and 
TreeTagger [18] which is a tool for annotating text with part-
of-speech and lemma information. Under the training of the 
classifier they followed the method of filtering, tokenization, 
removal of stop words and constructing n-grams from twitter 
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posts. As the classifier NB was selected and it outperformed 
with best results. The accuracy was established by discarding 
common n-grams with two strategies: computing the entropy 
of a probability distribution of the appearance of an n-gram 
in different datasets [19] and introducing a new term 
“salience” calculated for each n-gram and used multinomial 
NB.  

 Rao et al. [20] identified the importance of 
identifying the general sentiment polarity of a news article 
before publishing. They use a ML approach on twitter data 
with different features like unigram, bigram and hybrid. It 
shows that the hybrid feature with SVM classifier gives the 
best results for prediction of sentiment of twitter data. This 
Classifier can be further developed to make automatic 
sentiment classifiers for more than one language.  

 Wei and Gulla [21] present an analysis technique 
based on a tree of feelings of ontological features.  The 
product’s attributes labeling is handled with the novel HL-
SOT approach. Hierarchical Learning (HL) process used for 
analyzing their associated sentiments in product reviews. 
Further they used a defined Sentiment Ontology Tree (SOT) 
with the above process. The HL-flat approach ignores the 
hierarchical relationships among labels when training each 
classifier and this is a “flat” version of HL-SOT.  The H-RLS 
algorithm only uses identical threshold values for each 
classifier in the classification process where HL-SOT enables 
the threshold values to be learned separately for each 
classifier in the training process.  The research found that the 
HL-SOT approach outperforms two baselines: the HL-flat 
and the H-RLS approach. The classification approach used is 
based on hierarchical classification algorithms. 

 Pang and Lee [2], [22] conducted a study to 
compare the performance of NB, Maximum Entropy and 
SVM for SA based on different features. For instance they 
considered only unigrams, bigrams, combination of both, 
incorporating parts of speech and position information, 
taking only adjectives etc. It is observed from the results that 
the feature presence is more important than feature 
frequency. Further, the accuracy falls when using bigrams. 
Moreover the accuracy improved when considering all the 
frequently occurring words from all parts of speech. 
Furthermore, the accuracy improved with   not only with  

adjectives but also with including position information. It 
was evident that NB performs better than SVM when the 
feature space is small, but SVM’s perform better when 
feature space is increased.  

 A study has been conducted [23] on Pang Corpus 
which is a  movie review database and opinions collected 
from the website Epinions.com named as Taboada Corpus to 
train a sentiment classifier with SVM together with n-grams 
and different weighting schemes:  Term Frequency Inverse 
Document Frequency (TFIDF), Binary Occurrence (BO) and 
Term Occurrence (TO). Further, it uses chi-square weight 
features to select informative features. It is evident that the 
chi-square feature selection improves the accuracy of the 
classification. Further, it shows that the unigrams outperform 
the other n-gram models for both datasets. Table 1 depcted 
the summary of some of the researches conducted by 
scholars with their used algorithms, outcomes, advantages, 
dis-advantages and futre works.

Table 1. Sentiment analysis of social media data with various supervised learning techniques with their used algorithms, outcomes, advantages, dis-

advantages, and future works 

 

Study Dataset 
classifier/ Outcomes/Advantages/ 

Algorithm Disadvantages/Future works 

[8] 

Cleveland, Hungarian and 

Switzerland datasets for 

heart disease prediction  

Rough-fuzzy 

classifier 

- Outperformed the previous approaches 

Future work: 

-  Can be extended by including the associative analysis to find the 

relevant attribute 



Sri Lanka Association for Artificial Intelligence        16th Annual Sessions 

                                                          

 
SLAAI - International Conference on Artificial Intelligence          01st December 2020 
 

92 

- Rule strength computation can be extended by including statistical 

measure 

[9] 

Diabetic dataset to mine 

temporal patterns in 

medical databases 

Fuzzy Temporal 

Rule Based 

Classifier 

Advantages: 

- The minimum number of human involvement 

- Classifier is simple 

Future work 

- Build the rule based classifier with upper approximations with 

effective decisions to reduce the number of rule sets  

- Use less number of rule sets in order to build an efficient rule based 

classifier 

[13] 
Tweets in US and Gujarat 

Rajya Sabha election 

NB 

with  dictionary 

based approach 

- Make prediction of future outcome of the election  

- Extract the sentiment or views of people  

- Sentiment analysis to classify their sentiment.  
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[15] 

Tweets in 2012 U.S. 

presidential election 

campaign 

Chi-Square test 

and NB classifier 

- When the number of features increases, the accuracy of the selected 

features also increases. 

- Easy to generate summary report about the opinion from Twitter 

[17] Real Twitter posts 

Multinomial NB 

classifier that 

uses N-gram and 

POS-tags as 

features 

Advantages: 

- Improve the performance of the system by increasing the sample 

size 

- Best performance is achieved when using bigrams 

- When filtering out the common n-grams: salience provides a better 

accuracy than the entropy 

- Attaching negation words when forming n-grams increase 

performance 

Future work: 
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use a multilingual corpus of twitter data and compare the 

characteristics of the corpus across different languages.  

[20] 

 Extract twitter data using 

twitter API with analysis of 

news data 

NB, SVM and 

maximum 

entropy using 

unigram, bigram 

and hybrid 

feature 

-  SVM using hybrid features outperforms the selection feature with 

accuracy of 84%. 

Future work: 

- Develop automatic sentiment classifiers for more than one language 

starting from the Hindi language.  

[21] 

Sentiment analysis on 

reviews of one product  on 

customer reviews on digital 

cameras that are collected 

from a customer review 

website 

A Hierarchical 

Learning (HL) 

process with a 

defined 

Sentiment 

Ontology Tree 

(SOT) 

- HL-SOT approach outperforms two baselines: the HL-flat and the 

H-RLS approach 

Future work: 

- HLSOT approach can be easily generalized to labeling a mix of 

reviews of more than one products 

Advantages: 
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- Separately learning threshold values for each classifier improve the 

classification accuracy 

- Knowledge of hierarchical relationships of labels improve the 

approach’s performance 

- Product’s attributes could be a useful knowledge for mining 

product review texts 

- lassification performance will be affected by variances of the 

generated SOTs 

an automatic method to learn a product’s attributes and the structure 

of SOT from existing product review texts improve the efficiency 
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[23] 
Pang Corpus and Taboada 

Corpus 

SVM, N-grams 

and different 

weighting 

scheme, Chi-

Square weight 

features to select 

informative 

features 

- ChiSquare feature selection provide significant improvement on 

classification accuracy 

- Unigrams outperform other n-grams models 

- Binary Occurences (BO) and TFIDF weighting scheme plays a 

crucial role in extracting the most classical features in the data set 

 - Accuracy is higher when the number of features selected is fewer  

- Performance varies with the domains and corpus size 

[27] 

Political tweets in 

presidential elections in 

Egypt 2012 for Arabic text 

classification 

SVM and NB, 

with TF-IDF  

- Obtained higher accuracy and performance with NB than SVM 

  

Future work- 

- Use Khoja stemmer and compare the result 
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- Compare the result between unigram, bigram and trigram.  

[30] Twitter data 

Competitive  mod

el that compares 
- Observed that the performance and the accuracy is high with SVM 

Linear 

(SVM)  and  prob

abilistic  approac

h (Logistic 

Regression and 

NB) 

Future works 

  
- Need  more  efficient  machine learning, deep learning algorithm 

for better classifiers.  

  

- Deal with spam post/tweets.. 

  
- Use better mining techniques  

  

to deal with natural language processing more efficiently. 

  Findings: 

  
Advantages of SVM: 

  

- Effective in high dimensional spaces. 
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- Effective    in cases    where    number    of 

dimensions   is   greater   than   the   number   of samples. 

  
- Memory efficient. 

  - Versatile 

  
Disadvantages of SVM: 

  

- Poor performances when the number of features is much greater 

than the number of samples. 

  

- Does not directly provide probability estimates and use an 

expensive  five-fold  cross-validation. 

  
Advantages of NB: 

  

- Easy and fast to predict class of test data set.  

  

- Performs well in multi class prediction. 

  
- Need less training data. 

  

- Performs well with categorical input variables compared to 

numerical variable(s).  
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Disadvantages of NB: 

  

- Zero Frequency problem. Can use smoothing  technique like 

Laplace estimation to solve this 

  

- The assumption of independent predictors.  

[31] 

Movie reviews from 

www.imdb.com and hotel 

reviews from OpinRank 

Review Dataset 

k+Review+Dataset)  

K-Nearest 

Neighbour and 

NB algorithms 

- Observed that the NB approach giving above 80% accuracies and 

outperforming than the k-NN approach. 

- Accuracies are lower for  hotel reviews, in that both the classifiers 

yielded similar results.  

- NB classifier can be used successfully to analyse movie reviews 

Future work - 

- Compre with efficient sentiment analyser like random forest, 

Support vector Machine etc. 
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- Implement a new algorithm utilizing the benefits of the both 

algorithms  

[32] 

Drug review analysis is 

collected by scraping from 

the raw HTML files using 

the Beautiful Soup Library 

in Python from 

Druglib.com 

Use of fuzzy 

rough feature 

selection 

- Fuzzy-rough feature selection significantly reduce the complexity 

of feature space  

- Reduce the classification run-time overheads while maintaining 

classification accuracy 

- Proposed framework bring forward more significant cost-efficiency 

savings to real-world healthcare analysis on large scale data 

Future work- 

- Exploit search strategies to increase the overall performance 
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-  Investigate the use of alternative approaches for learning classifiers 

which work better while dealing with the uncertainty inherent in 

natural language processing 

[41] 

The hashtagged (HASH) 

and emoticon (EMOT) as 

training datasets. 

AdaBoost 

classifier, 

- An F-measure of 0.68 was achieved for HASH. In addition, an F-

measure of 0.65 was obtained by AdaBoost for HASH and EMOT 

datasets with a combination of n-grams, lexicons and microblogging 

features  

Unigrams, 

bigrams, lexicon, 

POS features, and 

micro-blogging 

features 

- part-of-speech features may not be useful for sentiment analysis in 

the microblogging domain 
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- An existing sentiment lexicon features were somewhat useful in 

conjunction with microblogging features. However, the 

microblogging features are the most useful. 

  

- hashtags are useful in collecting the data set. 

[43] Labeled movie dataset 

NB and SVM 

algorithms 
- SVM classifier outperforms every other classifier 

Use 

CountVectorizer 

and TF-IDF 

- Compare results of SVM with other supervised learning algorithms 

such as maximum entropy classifier, Stochastic gradient classifier, K 

nearest neighbor and others. 

 

 An optimized classifier proposed by Bhumika and 
Vaghelawith [24] evident that SVM outperformed existing 
systems. The study was conducted for the movie review, 
twitter and Gold dataset between Optimized SVM towards 
SVM and NB classifier. Modifying hyper parameter values 
of RBF kernel SVM gives better results compared to SVM 
and NB algorithms. The SVM was implemented with RBF 
kernel hyper parameter (C, γ) where those parameters are 
modified with different combinations of regularization 
Constant (Soft Margin) C , kernel hyperparameter γ 
(gamma). The proposed approach has found optimal value 
for hyper parameters obtaining more accuracy. In [25], a 
SA framework used to analyze the performance of SVM 
for textual polarity detection with pre-labeled two twitter 

and one IMDB reviews data sets adhering to four main 
steps as: data set, preprocessing, classification and results. 
For performance evaluation of SVM, three ratios of 
training data and test data are used: 70:30, 50:50 and 
30:70. Research concluded that performance of SVM 
depends upon the dataset as well as on the ratio of Training 
and Test Data.  

 A recent research [1] has been conducted to analyze 
amazon product review dataset obtained from the UCI 
repository with the probabilistic classifier NB. The 
research has concluded that the NB classifier is a highly 
scalable, simple classifier technique which provides better 
level of accuracy and good results after classification. 
Further, it identified this technique can be applied to any 
kind of review dataset.  
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 A case study conducted to carry qualitative analysis on 
SMW data related to political leaders to identify different 
sentiments [26]. The implemented multi-label 
classification algorithm is capable of classifying polarity. 
The results show that Tuning Multinomial NB performs 
better than NB. The survey revealed social media data on 
political domain which overcomes the major drawback of 
both manual qualitative analysis and large scale 
computational analysis of user generated textual content. 
Another study of twitter data [27] which focuses on 
presidential elections in Egypt 2012 was conducted and 
revealed that NB scores the highest accuracy and the 
lowest error rate for Arabic text classification. It opens 
new research areas: compare the results with other 
classifiers, use Khoja stemmer and compare it with light 
stemmer and compare the results with bigram and trigram. 
Ringsquandl and Petkovic [28] conducted a study to 
analyze  

the presidential candidates of the Republican Party in the 
USA and their campaign topics. It found out that the 
special considerations in retrieval and pre-processing are 
needed, NLTK’s built-in pre-processing functionalities 
were not sufficient for informal text corpora. As future 
work they identified the need of learning other domain-
specific opinion words like nouns and verbs. Kassraie et al. 
[29] conducted a research on predicting the US 2016 
elections results and found that not all of the voters are 
twitter and google users, social media isn’t always reliable, 
having active spammer robots, etc. In order to control this 
as a future plan, the user behavior was tracked over time 
for validating the consistency or trend of their opinion. 

 Raghuwanshi and Pawar [30] performed a comparative 
study on NB, SVM, and Logistic regression with crowd 
source information that compares linear and probabilistic 
approach. The results revealed that SVM turns out to be 
best among all and can work with linear or non-linear data. 
Processing and extracting exact emotions are two major 
areas to work in this field, need more efficient machine 
learning, deep learning algorithms for better classifiers, a 
lot of ways to deal with spam posts/tweets and use better 
mining techniques to deal with NLP more efficiently. 

 A web crawling framework to facilitate the quick 
discovery of sentimental contents of movie and hotel 
reviews conducted with two supervised machine learning 
algorithms: K-Nearest Neighbour (K-NN) and NB [31]. 
For movies review, NB gave far better results than K-NN 
but for hotel reviews these algorithms gave minor, almost 
similar accuracies. The researchers suggested testing the 
results with random forest, SVM etc. and trying to 
implement a new algorithm utilizing the benefits of the 
both algorithms. 

 One of the challenges with SA is the large feature 
space extracted. Many researchers focus towards this area 
and Fuzzy Rough Set based approaches provide substantial 
amounts of solutions to overcome them. Chena et al. [32] 
proposed an approach for drug reviews using fuzzy rough 
feature reduction. They used Random Forest algorithm 
with fuzzy-rough QuickReduct feature selection to obtain 
significantly reduced features and it improved the 
accuracy. Further they noticed that it does not consume 
additional run-time overheads and subsequently improve 
the performance. It is evident that Fuzzy Rough Feature 
Selection (FRFS) showed promising results and this is a 

nice start for the future researchers. They believed that this 
framework may bring tremendous benefits for the real 
world health sector with cost-efficiency savings to real-
world healthcare analysis on large scale data with 
enormous data. As future development, the overall 
performance of the framework can be increased while 
focusing on alternative approaches for learning classifiers 
to ensure accuracy when dealing with NLP.   

 A fuzzy rough set-based feature selection algorithm has 
been used for hierarchical feature selection with sibling 
strategy and revealed that it is more efficient and more 
versatile [33]. Further it shows that the classifier resulted 
with higher performance with establishing the efficiency 
and effectiveness.  It opens new research trends by 
combining fuzzy rough sets with hierarchical feature 
selection problems. 

 Many researchers now combine fuzzy rough set theory 
with other technologies to improve classifiers. Genetic 
Search Fuzzy Rough (GSFR) is one of the feature selection 
algorithm used by [34] using the evolutionary sequential 
genetic search technique with fuzzy rough set theory to 
early identification of cancer. This is an extended approach 
of Fuzzy-rough nearest neighbor (FRNN) classifier. This 
classifier outperforms with number of features, accuracy, 
and precision, recall, F-measure and computation time 
compared to other classifiers. This research opens new 
doors to hybridize fuzzy rough sets with both Particle 
Swarm Optimization (PSO) and Ant Colony Optimization 
(ACO) in order to improve further.   

 A new approach based on FRNN proposed by R. 
Jensen and Cornelis [35] tested over nine data sets. FRNN-
FRS uses the traditional operations, a t-norm and an 
implicator. FRNN-VQRS is the fuzzy quantifier-based 
approach used. It resulted that, FRNN outperforms both 
FRNN-O, as well as the traditional fuzzy nearest 
neighbour (FNN) algorithm. This research opens new 
investigations by providing explanations of the impact of 
the choice towards the fuzzy relations, connectives and 
quantifiers. The accuracy of the classifier upon the feature 
selection preprocessing is another new research area 
arising from this. 

 The above literature review indicates that a sufficient 
amount of studies have been conducted by various authors 
during the last decade. It explored that the SA in previous 
work was to find out whether the expressed opinion in the 
document or sentence is positive, negative or neutral. 
Many researchers have studied different techniques for 
sentiment analysis like NB classifier, SVM algorithm, 
Rough-Fuzzy classifiers etc. for the SA. NB performed 
well with most of the cases and easy to implement. SVM 
obtained favorable results with prediction accuracy while 
bringing fast evaluation of the learned target function. 
However, it consumes much computational time, is 
expensive in memory and requires long training time [36]. 
The text pre-processing plays a vital role in terms of the 
accuracy and the performance of the classifier. 
Interestingly, it has been found that the n-grams used as 
features in classification improve the result, in some cases 
the unigrams perform well. Furthermore, the researchers 
conduct their studies in different domains (product 
reviews, political sentiment, and news). Decent amount of 
related prior work has been done in SA. They have 
contributed to this domain a lot and there are still some 
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gaps to be filled as mentioned in the literature review. 
Hence sentiment analysis has become a popular field for 
research work. It is very useful for academic as well as for 
business purposes.  

III. TEXT CLASSIFICATION FRAMEWORK WITH SUPERVISED 

ML TECHNIQUES 

Through the knowledge observed with the literature 

review, an abstraction model of a generic framework for 

SA in the context of social media depicted in Fig. 2.  

 

 

Fig 2 A common Framework for SA - This is a general model for the 

SA consisting of a number of phases. Both training and testing data 

should be pre-proceed. Then the feature extraction and selection should 

be done. The ML classifier developed and trained with 

  Data preparation plays a vital role since the real 
data improves the accuracy and the performance. SNW 
contains data such as comments, tweets which are 
unstructured representing the opinion of people. Thus, the 
data preprocessing needed to be done by removing 
unimportant or disturbing elements such as URLs and 
hashtags in tweets.  Furthermore, remove punctuations, 
extra blank spaces and vowels repeated in sequence at least 
three times, convert emoticons into tags, convert text to 
lower case [37] are necessary follow up states. Stop word 
removal helps faster processing as well as in dimension 
reduction in terms of space requirement. Next, commonly 
used normalization procedures: stemming and 
lemmatization are to be done [38]. At the final stage the 
tokenization [39] has to be done in order to split a string 
into a list of tokens. 

 Text features are extracted from the above pre-

processed data. Many researchers use various techniques 
such as Term Frequency-Inverse Document Frequency 
(TFIDF) , Bag Of Words (BOW), word embedding, word 
count, noun count etc [40]. At the end of this step the 
researchers found that the amount of features extracted is 
too large to be used directly. Hence, the feature reduction 
is important at this stage. Chi-square score is a feature 
reduction technique used by many as the attribute 
evaluation metric in order to obtain the high information 
features [41], [42]. Now the Corpus will be split into two 
data sets, training and test. The training data set will be 
used to fit the model and the predictions will be performed 
on the test data set. The data set is now passed into a 
classification algorithm such as NB, SVM etc. After 
training the model, the evaluations have to be done for the 
classifier.  

 A confusion matrix [43], also known as an error 
matrix is a special kind of contingency table with two 
dimensions ("actual" and "predicted"), and identical sets of 
"classes" in both dimensions that allows visualization of 
the performance of an algorithm, typically with supervised 
learning as shown in Table 2 where: P = positive; N = 
Negative; TP = True Positive; FP = False Positive; TN = 
True Negative; FN = False Negative. 

 

Table 2 The confusion matrix in abstract terms 

 Actual Class 

P N 

 

Predicted class 

P TP FP 

N FN TN 

 

From classification point of view TP, FP, TN and FP 
are used to compare labels of classes [44]. Based on the 
data of the confusion matrix, following measures are 
suitable for evaluating performance of classifiers.  

Precision measures the exactness. 

. 
) 

 

Recall measures the completeness/sensitivity. 

.  

(2) 

F-measure combines both precision and recall. The F1 
score is the harmonic mean of the precision and recall, 
where an F1 score reaches its best value at 1 (perfect 
precision and recall).   

.   
(3) 

Accuracy is the portion of all true predicted instances 
against all predicted instances.  

 

Almost all classifiers developed by researchers were 
evaluated empirically by using above indexes.  

Now the classifier is ready for the prediction.  The 
above proposed framework could serve a basis for future 
works as an extensible and complete guideline for SA. 

IV. CHALLENGES AND FUTURE WORK 

There are some weaknesses and limitations within the 
domain of the sentiment classification identified as 
obstacles that affect the efficiency and effectiveness of the 
classifier.  

The detection of spam and fake reviews - This is 
always difficult with human centric corpus. 

Duplicates of the same tweet presents.   

. 

 

 

(4) 
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Word Sense Disambiguation (WSD) - Since this is 
human centric and opinion based, a word that is considered 
to be positive in one situation may be considered negative 
in another situation. Therefore, WSD is a basic and on-
going issue that occurs with text mining [45]. Different 
people express their opinions in different ways. There 
might be a small difference between the texts, however the 
meaning can be drastically different from the opinion.  

Identifying the entity - This is one of the challenges in 
opinion mining. A text may have multiple entities 
associated with it. In the same text it may represent both 
negative and positive polarity.  

The negation problem - This is a problem which can 
direct to a completely wrong decision as it reverses the 
polarity of the word.  

The intensity of the opinion - This is the degree of 
polarity which becomes problematic when finding the 
sentiment.  

Sudden changes in the same tweet.  

The domain - In some cases, the domain is different 
and it has hidden meaning for some of the words where 
context matters.  

Demographics bias - This is associated with the 
comments/tweets and however it was neglected even when 
it is well known that social media is not a random sample 
of the population.  

Humor and sarcasm - Some people use positive or 
intensified positive words to express their negative feelings 
towards an entity. This plays a major role and should take 
precautions for that.  

Comparisons - It is difficult to explore the polarity 
when the tweets are to compare two entities. 

There are many future directions associated with SN.  

Expansion for multiple languages - Analyzing 
sentiment using the only English language (the most 
common lexicon source is WordNet) isn’t worthy of every 
time since many people use their native language to 
communicate via SMW and this opens a new research area 
to create lexica, corpora and dictionaries resources in the 
context of other natural languages. 

Feature selection and reduction plays a vital role in text 
mining. Feature space reduction approaches while ensuring 
the performance by removing redundancy be a future 
direction for research work [46].  

The literature reveals that the Fuzzy Rough Sets based 
approaches effectively improved the accuracy and 
accomplished higher consistencies. Hence, a research gap 
arises to increase the overall performance together with 
above identified measures.  

Find new approaches to guarantee accuracy since text 
mining always deals with NLP.  

The recent finding shows the need of fuzzy rough sets 
based approaches and hierarchical feature selection 
problems to be addressed to improve the accuracy and the 
performance of the SA classifiers. 

The hybrid concept is much prominent with SA and 
there are new research areas open for fuzzy rough sets with 

both Particle Swarm Optimization and Ant Colony 
Optimization in order to improve classifiers further. 

• Experimentation of n-gram models with incorporating 

the contextual knowledge is rampant and another 

direction is to work with real live streaming text data. 

V. CONCLUSION 

It has been observed that the performance of the 
classifier depends on the algorithm, and various feature 
selection schemes. Thus no classifier alone provides 
complete accuracy and performance whereas need to 
combine additional features. The use of N-gram feature 
increases the accuracy of the classifier with improved 
prediction results as with increased sentiment length. 
Machine learning approaches surrender best results 
compared to other approaches in SA.  There is a 
dependency with the domain where a trained classifier on a 
particular domain does not work accurately with another 
domain. There are many new research areas open in the 
field of rough fuzzy SA classification techniques as 
discussed in this paper such as: increase the accuracy by 
improving the overall performance, hierarchical feature 
selection, hybridize of fuzzy rough sets with both PSO and 
ACO. A common guideline in a structured way is 
necessary since many researchers actively work in this 
field and the proposed framework is fulfilling that. As a 
future work, this framework can be enhanced with new 
findings by providing the ability for users to plug new 
components where necessary. The authors wish to test this 
framework with a case study in the political domain to 
predict the sentiment towards the candidates in an election 
by using SMW. 
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